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Abstract. The effects of free-surface waves on floating structures are of great importance in the offshore industry.
Besides the first-order responses to the waves, second-order effects play a role, in particular in the situation
where an anchored object may be excited in its frequency of resonance. This paper concerns the study of this
phenomenon. Two different approaches are developed, each with its own advantage. Special attention is paid to
excitation forces generating the motions; also a theory to determine the inviscid damping that limits the extreme
excursions is discussed. Numerical results are presented for a sphere, and numerical results for two classes of
tankers, namely for a VLCC and a LNG-carrier, and a semi-submersible are compared with experimental data
obtained at the Maritime Research Institute in the Netherlands (MARIN).
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1. Introduction

Traditionally there is interest in the second-order forces acting on ships sailing with a constant
forward speed in a wave field. The resulting added resistance is of importance because it
generates a substantial speed loss of the vessel. In 1924 Suyehiro [1] discussed the drift of
ships caused by rolling among waves. He measured the steady drift force experienced by
a ship while rolling in waves. Later on Watanabe [2] and Havelock [3, 4, 5] studied these
phenomena and laid the basis for a mathematical theory. Finally, in the paper of Maruo [6]
in 1960 a thorough mathematical theory is formulated. Newman [7] extended the theory to
slender ships and compared with experimental results. Faltinsen and Michelsen [8] extended
the formulation to the case of finite water depth at zero forward speed.

About thirty years ago the tanker size increased and it became necessary to load and unload
in open sea near the coast. It was noticed that the resonance of the mooring could hamper
the operation severely. Although the resonance frequency of the moored system was well
below the frequency band of the incident wave field, severe excitations could occur. In 1970
Hsu and Blenkarn [9] studied this phenomenon and Remery and Hermans [10] performed
some additional tests to shed light on the source of this phenomenon. They also studied the
underlying physical process and presented a preliminary theory on slow drift oscillations. The
first suggestion was to use the constant drift force obtained by Newman [7] and Faltinsen and
Michelsen [8] for the excitation force at low frequency. This leads to satisfying results in many
cases. However, to cover all situations the low-frequency drift force has to be computed. In
1980 Pinkster [11] completed the theory and computation of the low-frequency second-order
wave-excitingforceson floating structures. The second-order effects due to the first-order
potential and motions were taken completely into account in his computations, but the effect
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of the second-order potential consisted of a rough approximation. Meanwhile many authors
studied this phenomenon.

A problem addressed and solved provisionally in the paper of Remery and Hermans [10]
concerns the damping at the resonance frequency. An extensive study of this phenomenon was
published in 1988 by Wichers [12]. The main result is that for moderate sea states the damping
is dominated by viscous effects, however, in survival states the wave-drift damping due to the
velocity dependency of the wave-drift force becomes dominant. A suggestion to compute
this damping by means of a perturbation approach was presented in 1985 by Huijsmans and
Hermans [13]. Hermans [14] and Grue and Palm [15] applied the approach of Newman [7]
to compute the speed-dependent wave-drift force by which the wave-drift damping can be
computed. In the derivation of Hermans [14] a slight error occurs, but finally the two different
derivations lead to the same analytic expression for the second-order wave force influenced
by a small constant velocity field [16]. Especially in the frequency range where the first-
order motions are dominant, the second-order forces must be calculated taking into account
the complete first-order excitation and reaction potentials at low speed; also, for finite water
depth the second-order potential may lead to a contribution that cannot be ignored. Grue [17]
shows that for the computation of second order moments the second-order potential cannot be
ignored.

2. Mathematical formulation of the potentials

In the literature a variety of methods to compute the first-order potentials can be found. For
zero forward speed the most commonly used method is based on the application of Green'’s
theorem to the fluid domain, or based on a source distribution, using the harmonic Green’s
function, which obeys the linearised free-surface condition. Some computer codes are com-
mercially available; they treat both the infinite-depth or the finite-depth case. Newman [18, 19]
and Noblesse [20], independently, made ingenious fast codes to compute the Green'’s function
and its derivatives. The sources of the codes are either commercially or freely available.
The panel-method codes developed with these source functions vary widely from zero order
(constant) to higher-order methods; there are also codes making use of spline approximations.

Meanwhile codes are developed that make use of simple Rankinesalirces, so they
consist of source distributions over the object and the free surface; one of the first successful
efforts can be found in the work of Yeung [21]. This can be done in the frequency-domain or
in the time-domain. The linearised versions consider the free-surface source distribution along
z = 0, while the nonlinear versions may have a distribution at the actual free surface. In the
latter case the free surface is determined iteratively. Also, the source strength on a panel can
be described by lower- or higher-order appoximations.

To compute the diffraction of waves in a current or by a steadily moving object there is a
Green’s function available that obeys the linearised free-surface condition for harmonic waves
in a uniformly constant flow. Some attemps to use this Green’s function in a similar code as
described above did not give rise to a substantional improvement of the results obtained by
the classical widely available strip-theory. This strip-theory, in principle, makes use of the
slenderness or thinness. Hence, the stationary potential is approximated by the unperturbed
flow. This theory leads to an approach that is two-dimensional, sideways, in nature. Three-
dimensional effects are taken into account by means of the interaction of adjacent strips. The
modified strip theory gives fairly accurate results for a large class of ships. However, in the
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Figure 1. Coordinate system.

case of full-bodied ships and offshore structures this appraoch is not reliable. The frequency-
domain and time-domain methods based on a superposition of the double body potential and
the wave potential may lead to a significant improvement.

In the next subsections we discuss two different ways to compute the first-order diffraction
and radiation potential superimposed on the double-body potential. These approaches are
suitable for low to moderate forward velocity or current. At high speed it is expected that
these methods have to improve. We expect that for extreme cases, where the steady wave
pattern is significant, even for low wave heights, the wave potential has to be superimposed on
top of the nonlinear steady potential. Some preliminary results are available where the RAPID
results of Raven [22] are used as steady potential.

2.1. S OW-SPEED APPROXIMATION

We first derive the equations for the potential functidiix, ¢), such that the fluid velocity
u(x,t) is defined ase(x, 1) = V&(x, t). The total potential function will be split up in a
steady and a non-steady part in a well-known way

Dx,1) =Ux+¢x;U) +dx,1; U).

In this formulationU is the incoming unperturbed velocity field, obtained by considering a
coordinate system fixed to the ship moving under a drift angle our approach this angle
need not be small. The time-dependent part of the potential consists of an incoming, diffracted
and radiated (for six modes of motion) wave

6
P, 1;U) = ", 1;U) + ¢V, 1;U) + ) ¢V x, 1, U),
i=1

at frequencyw = wo + koU cosp, wherewg andko = w3/g are the frequency and wave
number in the earth-fixed coordinate system, while the frequency in the coordinate system
fixed to the ship, see Figure 1. The waves are incoming under an gngfith respect to the
current. To compute the wave-drift forces all these components will be taken into account.

The equations for the total potenti@ can be written asA® = 0 in the fluid domainD..
At the free surface we have the dynamic and kinematic boundary conditions
g+ &, +3Ve .- Vo =¢,

atz =¢. Q)
(Dz - q)xé-x - q)yé-y — &= 0
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At the body surface we have

a9
um— ‘n,

an

whereV is the body velocity relative to the average body-fixed coordinate system.

We assume that the waves are high compared to the Kelvin stationary wave pattern, but that
they are both small in nature, hence the free-surface boundary condition can be expanded at
z = 0. We first eliminate;, which leads to the following boundary condition

92 d d 1
—®P+g—P+—(VO V) + VD . V[VD VP =0 atz=¢. )
012 0z ot

To compute the first-order wave potential the free surface has to be linearised first. We assume
o(x,t;U) = ¢(x; U)exp(—iwt), then fori = 1, ..., 6 the free-surface condition at= 0
can be written as

—w?’p — 2i0Ud, + Up,, + gp, = D(U; §) (¢} atz =0, ®3)

while for the diffracted potentiap” the last term has to be replaced HYU; $){¢™ + ¢"}
and whereD (U; ¢) is the following linear differential operator acting @¢n The quadratic
terms ing are neglected. Thus

DU: )¢} = (b + )¢ +2V¢ - V)
QUG + 5o + 2U + 608,60y + 661y
+BUss + ¢:01x + 000 + Uy + by + &30,y
The linear problems fop® with i = 1, ..., 7 are solved by means of a source distribution

along the ship hull, its waterline and the free surface- 0. We write for each potential
function

2

U
Arg(x) = —ffo@)G(x,s)dSs +
S

- ozno(g)G(x, 5) dSE
8 JwL

+2 f/ G(x,£)D(¢}ds: forx e D,. )
8 FS
The functionG (x, £) is the Green’s function that obeys the free surface condition (3) @ith
equal to zero and,, = e, - n, wheree, equals the unit vector in the-direction. In general,

the boundary conditions on the ship are given in the form

Vo . n=vPDx) forxeS and i=1,...,7,

where V@ is the normal velocity due to the motion in ti# mode withi = 1,...,6 and
V™ equals the normal velocity of the incident oscillating field. B8, withi = 1,...,3,
correspond to the translation componekits= X exp(—iwt) and, withi = 4, ..., 6, to com-

ponents of the rotational motid® = @ exp(—iwr?) relative to the centre of gravity, of the
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body. The combined displacement vector is giverxby X + @ x (x —x,) = a exp(—iwt).
In general notation we write
d¢
on
This leads to an equation for the source strength, where we omitted theiiadain

U? 9
o0 (&)

8 JwL ony

= —iw& -n+[(VUx+¢)-V)a— (@ -V)V(Ux + ¢)] - n.

0
—Zna(x)—//so(g)an G(x,§&)dsS;: + G(x, &) ds;

4l // 9 G(x,£)D{p}dS, = 4nV(x) forx e S. (5)
8 FS anx

This equation can be solved iteratively in principle; however, an accurate numerical evaluation
of the complete Green’s function is rather elaborate. Therefore we make use of the fatt that

is small, keeping in mind that there are two dimensionless parameters that play a role, namely
T = wU/g < 1andv = gL/U? > 1. The source potentials and the strengths can be
evaluated as perturbation series with respeet to

o(&) =o00(&) +t01(§) +6(&;U), (6)
¢ (x) = po(x) + Th1(x) + p(x; U), ©)

whereé and¢ are O(r2) ast — 0, while the expansion af is less trivial. We write

1 1
G(x7s; U) = _; +; _{WO(x’s)-i_TWI(x’g)-i_"'

o Po(x, &) v (x, §) + - ). (8)

The first term between brackets corresponds to the Green'’s function at zero forward speed, for
which there exist several fast computer codes. The second term is the maodification due to small
values of the forward velocity. Computations can be carried out by means of a modification
of the existing fast code. Nonuniformities can be taken care of as described by Huijsmans
[23, 24]. The third term between brackets is the one that describes the Kelvin effect on the
wave Green’s function. In (Hermans [25]) we explained how one takes care of this term that is
linear inv and therefore tends to infinity @5 goes to zero. In practice the first two terms are
computed in the expansions of the potentials and the source strengths for the excitation and
the six modes of the motion. This approach is easily applied to the situation of deep water. For
finite water depth the evaluation of the Green'’s function for finite velocities leads to terms that
are not as easy to compute as in the deep-water case, where all the expressions needed can be
expressed in derivatives of the zero-speed Green’s function.

2.2. TIME-DOMAIN SIMULATION

Recently Prins and Hermans [26, 27, 28, 29] developed a time-domain method to compute
the first-order time-dependent part of the potential function. With this approach the complete
potential function is written as follows

d(x,1) = P(x) + ¥(x,1).
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For small values of the forward velocity the stationary poterbiat) is approximated by the
double-body potential with zero vertical velocity at the mean free sufaee0. We insert
this expression in Equation (2) and linearise the resulting expressios &and obtain

92 ) — 9 — _ _
a—;,f+g8—w+2vq>-va—lf+%qu>-v<b)-V¢+Vcb-v<vq>-vw)
Z
— 2y 1 3%y
—itve.vo-uvH|—=+ =

2 ) 072 + g 029z

] A vw+8w =0 atz=0 9)

922 or ) = =

The solution method is based on the applications of Green’s theorem for the whole fluid
domain

G (x, 0 )
ly,n = / (ws,r) 8(" 2 _vE ’)G<x,s>)ds. (10)
v ng Ing

In this formulation the Green'’s function is chosen as the point-sourge=até obeying the
bottom condition, hence

N 1
(x’g)‘ﬂ(u—m +|x—'s*|)’

where |x — £7| is the distance to the source point reflected with respect to the flat bottom
atz = —h. The integration is taken over the object, the free surtace 0 and the outer
closing boundaries. If we assume the time-dependent potential to be a superposition of the
nondisturbed incident wave, the diffracted wave potential and the radiation (motion) potential
we can compute the diffracted or the radiated by imposing the free surface condition and the
body boundary condition. The closing boundaries need some extra care; we should impose
a proper non-reflecting boundary condition. The differentiations along the free surface are
handled by means of a central or upwind difference scheme, while the time differentiation
is treated with an implicit difference scheme. In principle, we want to be able to compute
the disturbance due to a general non-harmonic incident wave. We also want to keep the
computing area as small as possible. This makes the choice of the non-reflecting boundary
condition at the outer boundaries non-trivial. For harmonic waves and the boundaries far away
we may choose a Sommerfeld-type condition, taking care of the two families of waves in
the uniform current time harmonic case. This has been done by Prins [28]. Sierevogel and
Hermans [30, 31] implemented a general formulation for the general case. Several methods
are available, the method we implied is of the class of semi-discrete DtN-method, see Keller
and Givoli [32]. The second-order time-derivative at the free surface is written by means of an
explicit difference scheme at= (n + 1) At as follows

w;-i—l + Mwn-‘rl — oﬁ(l//n, wn—l’ ), (11)

wherep = 2/g(At)? andL(y", "1, ...) is a linear operator depending on previous time
steps only. Furthermore, the method is based on the application of Green’s theorem to the
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exterior domain with a proper choice of the Green’s function. The discretisation of the exterior
free surface can be rather coarse, because the integration of the Green’s function over an
element is once done analytically. The potential is computed explicitely. This computation
consists of a few matrix vector multiplications during each time step.

The number of unknowns in the equations is increased by a small amount, namely the
number of elements at the outer boundaries. This approach is very efficient and it leads to
a minor increase of computation time. The outer boundaries can be chosen at a rather small
distance, depending on the wavelength and the steady velocity disturbance. An extensive study
of non-reflecting boundary conditions for the acoustic case can be found in the book by Givoli
[33].

3. Wave-drift forces and moments

In the zero-forward-speed case the constant second-order drift forces and moments can be
computed as soon as the first-order potentials and motions are known. To compute the low-
frequency drift forces and moments the second-order potential, depending on the difference
frequency is also needed. Especially, if the water depth is finite, its contribution is consider-
able. If the forward speed is small, Grue [15] shows that the constant-drift moments depend
on the second-order potential just as well. His conclusion that, depending on the way one
calculates the constant drift forces, one has to include the second-order potential, is inconsis-
tent. This is due to the treatment of free surface. In the derivation of the so-called far-field
formulation one uses the correct no-flux condition at the exact free surface, while in the local
pressure integration formulae are derived, making use of a free surface condgienCatin

the case of forward speed the second-order effects must be taken into account in the calculation
of the low-frequency drift forces, as well. The phenomenon of drift force is described in the
frequency-domain, therefore the time-domain method described in Section 2.2 to compute the
potentials can be used if one takes harmonic waves and motions as input signals. In this paper
we make use of the results of the codes described in Section 2.1 or 2.2.

The constant and low-frequency drift forces and moments influenced by forward speed can
be computed by means of pressure integration along the actual hull. This pressure integration
containes the wave frequencies and their sum and difference frequencies. To obtain the low-
frequency and constant second-order forces and moments the wave frequencies and their sum
frequencies are filtered out. This procedure is easily carried out in the time-domain. First we
discuss the method consisting of pressure integration over the actual ship hull. The mean drift
force can also be obtained by means of application of conservation of momentum in the fluid
domain; this leads to expressions where the far-field evaluation of the first order potentials are
used. This method is discussed secondly.

3.1. CONSTANT AND LOW-FREQUENCY DRIFT FORCES BY MEANS OF LOCAL
EXPANSIONS

First we discuss the second-order slowly varying drift forces. The forces acting on the hull can
be obtained by integration of the pressure along the exact wetted hull s§rfabe pressure
on the surface is given by Bernoulli’s equation

I 1 1772 <
px, 1) =—p ¥+§V¢-Vd>+gz—§U ons.
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The force acting on the hull is obtained by integration of the pressure over the exact surface

F= /S pnds. (12)

This may look an easy operation, but it is not, because the linearised potentials are computed at
the mean hull surface and the integration goes up to the free water surface, while linearisation
with respect taz = 0 has taken place. Hence the expression for the force has to be perturbed
to integrals over the mean hull surfaexnd the unperturbed water-line. We assume that the
total displacement of a point of the surface is given in linearised form as

=X+ x(x—x,), (13)

with X the translational an® the rotational motion of the body relative to its center of
gravity x,. At this point several assumptions are made, but some of them are more or less
questionable. The pressure is expanded in a Taylor series around the averageSsuifase

can be done because the pressure is a differentiable function of

ps = ps+o-Vps+ 3 V)2ps+ O(laf?). (14)

A step that poses some geometrical limitations, like a vertical ship hull at the free surface, on
the applicablity of this approach is the evaluation of the integral

¢
ﬁf(x)dS%/f(x)dSJF/ f(x)dzdl. (15)
N S w

[ Jaz

We assume the height of the waves and the motions of the hull to be @all hence we
expand all quantities with respectdas follows

O(x, 1) = O(x) + e P(x, 1) + 2P (x, 1) + O(3),

tx,y, 1) =20, y) + 6P, y, 1) + 65D x, y, 1) + 0P,

ps =P@X) +epP(x, 1) +2pP(x, 1) + O,

X =eXD 4 2XP 4 09,

Q =20 + 292 4+ 03,

X—Xg=X—Xg+ eQW x (¥ — X,)+ 2Q@ x (x — x,) + O (&%),

n=n+Q% xn+2Q? xn+ 0@,
where the second-order terms li#é? (x, ¢) also contain a stationary part due to the quadratic
terms of wave components with itself. The first terms in the perturbation series are time

independent, so

{=3(V® VI -U?
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is the stationary wave height. We consider small steady velocities which are considered to be
small enough to linearise the free surface as we described. Substituting in the Taylor series for
the pressure at the actual hull surface and collecting equal poweysvefget

Py = Ds

p(Sl) = pD 4 {x® 4 QO x (¥ — xg)} - Vp,

PP = PP+ (X?+ 9% x @ —x) + 2V x [@Y x & - xl} - VP
+{( XD+ eV x (x — xg)}- vpd

+ XD + @D x (¥ —x,)]- V)?p.

From Bernoulli and the perturbation series for the potentials we get for the components of the
pressure on the mean wetted surface

P =—p(gz0+2(VP VI - U?),

o aur®
Y =—p (vcp Vy® 4+ —‘é’t ) ,

2 w? 1 1 2. v
p()=—p(7+§vw<>-w“+w“-vq>>.

We carry out the pressure integration along the hull and apply high-frequency filtering in the
case of the multi-frequency case and averaging in the case of one harmonic wave. We obtain
for the second-order low-frequency or constant drift force

d2X<1>

FP = 1pg [ @ —a?ud +eY x M
WL

D
—pf{(a“)-V)(w +vy®. Vd)) + vy ® . vy ®d
S

@)
‘g +Vy@. VCD}ndS (16)
For the second-order moment we obtain a similar expression
?e®

M? = Lpg | (Y —a)2F—x) xad + QY x M e
WL

ou® _
—p f {(a<1>.V) (—Igt +w<1>-vcl>) +3Vy vy @
S

@
+ lgt +Vy®@ . VCD} (x —x,) xndS. @an
The influence of the second order potentials in both the second-order forces and moments

is considerable if one considers finite depth. Their influence on the second-order constant
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drift forces is negligible as follows from the analysis based on the far-field approximations,
while in the computations of the constant second-order moments they may not neglected as
is described by Grue [15]. Many available computer codes take care of these effects in an
approximate way, see, for instance, the work of Pinkster [11].

3.2. CONSTANT DRIFT FORCES BY MEANS OF FARFIELD EXPANSIONS

Here we are mainly interested in the constant component of the drift force. In this section we
apply a method that leads to results that are more accurate numerically. The direct pressure
integration needs velocities obtained by differentiation of the potentials, depending on the
numerical method to obtain the source stengths. This may lead to results that are not accurate
enough for our purpose. Our choice is not to go to higher-order panel methods in the solver, but
to use the results for the potentials and to avoid differentiation by applying the conservation of
impulse for the fluid domain. This method is the one that in the past led to the first results of
the drift forces. Maruo [6] and later Newman [7] have derived an expression for the wave-drift
forces and moments in still water. In this paper we restrict ourselves to the determination of
the mean drift forces. For a discussion of the drift moment in current we refer to Grue and
Palm [34].

The components of the horizontal mean drift fordgs,and F ,,

F, = _/ [p cosh + pVg(Vgcosd — V, sind)]R do dz, (18)
Soo

Fy = —f [psing 4+ pVr (Vg sing + V, cost) R db dz, (19)
Soo

where p is the first-order hydrodynamic pressuié,is the fluid velocity with radial and
tangential component®y ,V, and S, is a large cylindrical control surface with radius

in the ship-fixed coordinate system. Faltinsen and Michelsen [8] derive from these formulas
expressions in terms of the source densities of the first-order potentials in the case of zero
speed at finite depth. We follow a similar approach from

6
o = 0’(7) + ZG(D&],
j=1

wherea; = &; e, j = 1(1)6 are the six modes of motion and the superscript 7 refers to
the diffracted component of the source strength. However, in our case, the velocity potential
has the form

O(x, 1) = Ux+¢(;U) + ¢ U) e

6
= Ux+¢x;U)+ {60 U) +¢"(x; U) + Z¢U)(x; Uy, t e (20)

j=1

where the potentialg’) (x; U), j = 1,7 have the form (4) and are the potentials due to
the motions and the diffraction. We assume that the potentials and the source strengths are
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expressed in terms of perturbation series (6, 7), and that the first two terms are known at this
stage.

In the far fieldR > 1 we neglect the influence of the stationary potengial; U) in (20);
hence we approximate (20) by

8%a
wo

dx,1) = Ux + 22 explki(B)z + i[ki(B)(x COSB + ysing) — iwt]}

+F©6;U) eis“);”)\/% explk1(0)z + i[k1 ()R — iwt]}. (21)

Here¢, is the amplitude of the incoming wave in the directand the wave numbef (8) =
ko. However, in the local coordinates we write

g + 20U cosB — g+/1 + 4t cosp

~ (1 _ 2y 5
2U2co2 B ~ k(1 — 27 cosp) + O(r?) = ko + O(z?),

ki(B) =

where we use the notatioh = »?/g. Notice that this wave number is defined in the ship-
fixed coordinate system and is different frdg= «3/g, as defined before in the earth-fixed
coordinate system. The functidn(®) €5 results from the asymptotic expansion of the far
field potentials in (20) with

4r D (x; U) = f/a(f)(s)\ll(x,é')dss
N

_2ia

8

whereW (x, &) is the asymptotic expansion of the Green’s function in the far field

V(x, &) ~ Zm'\/z ZUeXp{i[kl(Q)R ~- 1]
TR [1+ ?(a) — k1(0)U cosh) cosh]

f f Vé - VoW (x,§)dSe, (22)
FS

X/ k1(0) explk1(6)(z + ¢) — ik1(68)(§ cosd + nsing)}, (23)

with the localk, () wave number defined as

g + 20U cosh — g/1+ 4t cosh
2U2co2 6 ’

k1(8) = (24)

Due to the fact that the functio¥i¢ (&) decays rapidly ag| — oo, it can be shown that the

last term in (22) is approximated correctly witghp(/ replaced byv¢$. This leads to

F(0;U)&*@)

_ [ka(®) e/t
V27 |1+ %’(w — k1(9)U cosh) cosd




192 Low-frequency second-order wave-drift forces and damping

X {/ (00(§) + 701(&) + - --) explka(0)¢ — ik1(6)(§ cOSH + nsing)} dS;
S

— 2it // % - VoS exp(—iki(0) (& cosf + nsing)} ds; t (25)
FS

where
(T) (7) (=
+Zw%

It is obvious that (25) can be written in the form
F(0; U) €5V = (1 — 2t cosh) Fo(9) €59 4 t F1(9) €519 4+ 0(1?). (26)

The functionsF; (9) and S;(9) contain the local wave numbé&g(6). The upper boundary of
integration in (18) and (19) is the free surface

1 o
{ = gm[(la)d)(x, Y, 0) - U¢x(~xv Y, 0))6 e ]

It follows from the pressure term that we can write

¢ - 0
f pdz = 3pg¢? — %pf (IV[2-U?dz.

o0

We find the following expression faf ,

2 2
F, = —%p/ k¢¢* R cost d9+%pr/ S(¢¢; cosh + ¢} sind) R do
0
=y / / [( b0 — bl + Dt )Rcos@
(bl + Bodl) sin@} o dc 27)
and forF,:
_ 2 5 2
F, = —%p/ kpop* R sind do —%,O‘L'/ J(psing — ¢y cosh) R db
0

+1p / / [( o — ¢R¢R+¢z¢)Rsm9

—(drPy + Po k) COS@] dé dz.
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In these expressions the asterisks denote the complex conjugate. The integration with respect
to z needs some extra attention due to the fact that the exponential behaviour of the incident
wave and the radiated or diffracted wave is different, due to the dependence of the wave
number ond and@, respectively. The functiog follows from (21)

8%a
wo

¢ = exp{ki(B)z + iki(B)(x cosp + ysinp)}

+F(6;U) ésw?w\/% explk1(9)z + iki () R}. (28)

A closer look at (28) and (27) shows that the contribution® taonsist of two parts. The first
one, FV, originates from those parts of the cross products that behav&fik&, while the
second oneF?, originates from those square terms in (27) that behaveRlike We formally
write

F,=FY+F2, (29)

After some lengthy manipulations and asymptotic expansion for large valuesvef obtain
for the mean surge forcB™ and the mean sway forag"

FO ~ A\/% F(B*; U) cosS(B*; U) + 37) cosp + O(z?) (30)
and

FV ~ A\/%F(,B*; U)cosS(B*; U) + im)sing + O(r?), (31)
where

A= L

—¢, and B* =g —2trsing.
2a)o

The second part of the wave-drift force may be analysed in the same way. We obtain

2
F?~ _%pIE/ F?(0; U){cosd — 2t sif A} dd + O(1?) (32)
0

and

27
F? ~ —%péf F?(0; U){sinf(1 + 2t cosd)} dd + O(t?).
0

For the zero-speed case this result is in accordance with Maruo [6] and for the general situation
with Nosseret al. [35] if we change some signs due to the fact that our ship is sailing to the left.
The formulation of the second-order moment acting on a vessel with constant forward speed
and waves can be derived in a similar way [36]. Grue [17] also studied the situation where the
vessel rotates slowly. This is of importance in case the vessel, moored to a single point, rotates
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slowly with large yawing angles. As noticed in the experimental work of Wichers [12] for the
description of the low-frequency yaw motions potential effect are of a minor importance. The
flow is largely dominated by viscous effects, especially in the case flow separation occurs.
To determine these motions one has to rely on experiments both for the excitation and the
coefficients in the equations of motion.

4. Wave-drift damping

We now consider the situation that a ship is moored to a soft spring system in waves. We
consider the motion, due to head seas, in the longitudinal direction, which isdhection.
Due to the low-frequency drift force the ship is excited in the eigen-frequency of the moored
system. The damping coefficient for this low frequency oscillatory drift motion results from
the speed dependency of the drift force. One must realise that this hypothesis is to be checked.
In fact the damping equals to the out-of-phase, with respect to the motion, part of the slowly
oscillating drift force. In a paper by Newman [37] the formal solution of this problem is
described. Due to the fact that the forward velocity is low, we assume that an approximation
of this damping can be obtained by the following approach

dF,

oU
where F, is computed in regular waves with fixed wave frequency. We can use the results
of Section 3.1 or the results of Section 3.2, where the drift forces are described at constant
forward speed. Aranha [38] has presented an approximation for the wave drift damping of the
following form

OFx(wo) | %E (@0). (34)

bxx =

lu=0, (33)

bxx = kO

aa)o
This expression is sometimes approximated at high frequencies by

bxx ~ @fx (a)O) (35)
8

However, Equation (34) is derived for the two-dimensional case and in three-dimensions it is
not fully justified. In some cases it leads to a good numerical approximation. A drawback is
that the dependency of the drift forces on the first-order-motion amplitudes and phases is not
properly taken into account. This may lead to a large deviation especially if the drift force is
rather peaked due to motion effects. We combine (30) with (32) and make use of conservation
of energy, as suggested by Maruo [6], and obtain

F.(0;U)

2
~ _%pléf F?(0; U)(cosd — cosp — 2t sif6) dd + O(1?)
0

2
~ F(00)(1+ 27) + 3 pkot / {sinZ@Fz(e) — wiF(e; U)
0 0

0F0; U)
Xi

YT, (cosh — cosﬁ)} do. (36)
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This formulation can be rewritten with (26). In this case we have

2
F(o;U) ~ —1pk f F£(6)(cosh — cosp) dd
0
- 2
+3pkt / {4 cost(cosh — cosp) — 2sin6?} F2(0) do
0

2
Lok /0 Fo(0) F1(8) cOS(So(6) — S1(6))

x (cosf — cosp) dv + O (1?). (37)
If we use Equation (36), the damping in thalirection can be written as follows
200 [— ko [Z [ .
b = Z20F (o) + 20 / SO F2(0) — - Fo(9)
8 4 Jo wo

JF(0:0)
Xi
U

In the same way we find an expression 5oy

(cosh — cosﬁ)} d9} . (38)

2
by = 2% {Fy(wo) — %O/ {sine COSIFZ(0) + S Fo(8)
g 0 wo
IF(:0) . .
XT(SInG — smﬂ)} d9} . (39)

With the time-domain computer program we carried out the computations for the drift forces
and wave-drift damping in an independent way. The results are shown in Figure 2; the drift
forces for the sphere at zero and small positive and negative forward speed are shown. In
Figure 3 the wave-drift damping obtained by the approximate formula (34) and the numerical
results are shown. Also, the graph@fvy/g) F . (wo) is shown. The high-frequency limit of

the computed wave-drift damping coincides with the asymptotic value as obtained from the
derivative atr = 0 of the drift force obtained by an asymptotic ray method [39]; this is a good
check of the numerical results. The results for a VLCC-tanker are for the wave-drift force
shown in Figure 4 and for the corresponding wave-drift damping in Figure 5. It is clear that,
due to resonance in the motion that leads to a large negative gradient in the wave-drift force
locally, the approximate formula is in disagreement with the results computed by the direct
method. The results for wave-drift forces on a LNG-gas carrier are shown in Figure 6. In this
case also the results for rather large values of the forward speed are shown. For this reason
upwind differencing has been used in the time-domain code. The results for the wave-drift
damping in Figure 7 show good agreement with the experiments carried out at MARIN by
Wichers [12]. In Figure 8 the drift force for a semisubmersible is shown. The computations
and experiments were carried out at MARIN by Huijsmans [23]. The computer program is

a frequency-domain program on the basis of a source distribution with the Green'’s function
at zero speed as source term. In general, one may say that the computational results fit well
with the experimental results. One must keep in mind that accurate measurements are hard to



196 Low-frequency second-order wave-drift forces and damping

obtain, as can be seen in the scatter of the results by repeated experiments with different wave

heights.
T T T
0.8 - pgR(, S -
0.4 | N
0.2 o
R
wo/§
O i 1 i
0.8 1 1.2
Figure 2. Wave-drift force for the sphere, £n = 0,
————— —Fn =0.005,----. Fn = —0-005.
T T T T T
7,
0.25 | pgV1/3¢2 4
0.2 ~
0.15 - e
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0

2 3 4 5 6
Figure 4.Wave-drift force for a tanker with, —Fn =

0, — Fn = 0-004, ) measurements by Wichers [12].
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Figure 6. Wave-drift force for a LNG-carrier with, —
Fn=0,——- Fn=0.003, ———Fn = 0025, —- —
-— Fn = 0-05, ¢ measurements by Wichers [12].
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Figure 3. Wave-drift damping for the sphere with=
10, -+ - - 34), - —-—- — (35), — direct computa-
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Figure 5. Wave-drift damping for a tanker, — direct
computations, ——— (34§ measurements by Wichers
[12].
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Figure 7. Wave-drift damping for a LNG-carrier, —
direct computations measurements by Wichers
[12].
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1.5

0.5

4]

Figure 8. Wave-drift force for a semi submersible fér: = 0 with measuremnt$ by Huijsmans [23].

5. Conclusions

For the description of the low-frequency motions of large moored structures several methods
exist. In this paper we have discussed the excitation forces due to waves. These forces can
be derived by means of potential theory. The reaction forces, however, consist of a potential
and a viscous part. The latter is not addressed in this paper and we have restricted ourselves
to the potential part. This part becomes significant especially in survival seastates, due to the
fact that it is proportional to the square of the wave height. To compute these second-order
effects one has to compute the first-order forces and motions first. This can be done either in
the frequency- or the time domain. The wave-drift forces and motions are computed in the
frequency domain. A few computer codes that can compute these low-frequency motions are
available at this moment.
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